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ABSTRACT: The variations in band shape with excited state energy found for the triplet metal to ligand charge transfer ($^3\text{MLCT}$) emission spectra of ruthenium-bipyridine (Ru-bpy) chromophores at 77 K have been postulated to arise from excited state/excited state configurational mixing. This issue is more critically examined through the determination of the excited state energy dependence of the radiative rate constants ($k_{\text{RAD}}$) for these emissions. Experimental values for $k_{\text{RAD}}$ were determined relative to known literature references for Ru-bpy complexes. When the lowest energy excited states are metal centered, $k_{\text{RAD}}$ can be anomalously small and such complexes have been identified using density functional theory (DFT) modeling. When such complexes are removed from the energy correlation, there is a strong $^3\text{MLCT}$ energy-dependent contribution to $k_{\text{RAD}}$ in addition to the expected classical energy cubed factor for complexes with excited state energies greater than about 10 000 cm$^{-1}$. This correlates with the DFT calculations which show significant excited state electronic delocalization between a $\pi$(bpy-orbital) and a half-filled $\pi^*$-(Ru$^{\text{III}}$-orbital) for Ru-bpy complexes with $^3\text{MLCT}$ excited state energies greater than about 16 000 cm$^{-1}$. Overall, this work implicates the “stealing” of emission bandshapes as well as intensity from the higher energy, strongly allowed bpy-centered singlet $\pi\pi^*$ excited state.

INTRODUCTION

Intramolecular excited state electron-transfer processes mediated by transition metal excited states are often key components of schemes for photocatalysis and solar energy conversion. The effectiveness of transition metal complexes as mediators of the related photoprocesses is a function of the frontier orbitals occupied in the lowest energy excited states, the structural and energy differences of these electronic states from their respective ground states and their lifetimes. In dealing with these properties of electronic excited states of a donor (D)/acceptor (A) system, it is simplest to initially assume that D and A are electronically isolated in the ground state and in the charge transfer excited state:

$$\{D, A\} + h\nu \rightarrow \{D^+, A^-\}^*$$

(1)

When the D/A mixing is very small, the excited state properties can be treated in small deviations from the properties of the isolated D$^+$ and A$^-$ species. However, our recent work combining spectroscopic studies with density functional theory (DFT) modeling has found several excited state properties of ruthenium-(D)/polypyridyl ligand-(A) complex excited states that differ from expectation based on simple limiting models. Thus, when the donor and acceptor are covalently linked, and since the energy differences between excited states are often not large in heavy metal complexes, theoretical models based on such weak coupling limits can be misleading. In the present paper we examine the 77 K radiative properties (spectra, quantum yields, and lifetimes) of simple Ru-bpy complexes in order to gain more critical insight into the effects of electronic mixing on metal to ligand charge transfer (MLCT) excited state properties. To this end we have examined the energy dependence of the radiative rate constants and of DFT-calculated parameters for evidence of excited state/excited state mixing.

The excited state lifetime depends on the rate constants for the available relaxation pathways and can be represented as

$$\tau_{em} = \left(\sum_n k_{n}\right)^{-1} = \left(k_{obs}\right)^{-1}$$

(2)

The most important relaxation pathways are usually intersystem crossing between excited states of different spin multiplicity, $k_{\text{ISC}}$ (2) internal conversion between excited states
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of the same spin multiplicity, $k_{\text{GJ}}$; (3) nonradiative pathways, $k_{\text{NRD}}$, that depend on the rates of transfer of excited state energy to ground state vibrational modes; and (4) the radiative relaxation pathway, $k_{\text{RAD}}$. The rate of radiative relaxation determines the maximum possible excited state lifetime since, if all other relaxation pathways are blocked ($k_n = 0$ for all $n \neq \text{RAD}$), the excited state will relax only by means of an emission characteristic of the chromophore. It is usually assumed that the emitting state is the lowest energy excited state ("Kasha’s Rule") so that $k_{\text{IC}}$ and $k_{\text{NRD}}$ are relatively unimportant and that $r_{\text{em}}^{-1} \approx k_{\text{RAD}} + k_{\text{NRD}}$. However, there are now several examples of Ru-bpy complexes with strong phosphorescent emissions from MLCT excited states that are not the lowest energy excited states, in violation of Kasha’s rule, and this can complicate the interpretation of $r_{\text{em}}$ and $k_{\text{RAD}}$. In general, the value of $k_{\text{NRD}}$ should decrease as the excited state energy increases, while that of $k_{\text{RAD}}$ is expected to increase so that the radiative rate constant can become a major factor in determining the lifetimes of high energy photo-sensitizers.

Many ruthenium-bipyridine, Ru-bpy, chromophores have been prepared and characterized, and some of these complexes provide a range of useful model systems for this study. The emitting state of these ruthenium complexes is a triplet metal to ligand, MLCT, excited state, and the emission to the singlet ground state, $S_0$, involves a change of spin multiplicity. The formalisms used for $k_{\text{RAD}}$ in most discussions are based on an expression of Einstein’s for atomic fluorescence spectra:  

$$ k_{\text{RAD}} = C_{\nu}^0 \eta^0 \mu^2 $$  

where $\mu$ is the transition dipole moment, $\nu$ is the transition frequency (corresponding to an emission energy $\hbar \nu$), $\eta$ is the refractive index, $C_{\nu} = (16\pi^4)/(3\varepsilon_0^2\hbar^2)$, and $\varepsilon_0$ is the vacuum permittivity. However, the phosphorescence emission of molecular excited states requires additional considerations. Important among these is how best to treat $|\mu|$. The transition dipole moment can be partitioned into the contributions of an electronic contribution, $M_{\text{rad}}$, and a Franck–Condon factor (FC), which accounts for the emission contributions of the excited state vibronic distortions, $|\mu| = |\mu|_{\text{rad}}(\text{FC})$. In some limits of weak electronic coupling between the excited state and the ground state in a two state donor/acceptor complex (D/A), it is possible to represent $|\mu|_{\text{rad}}$ by

$$ |\mu|_{\text{rad}} \approx H_{\text{DA}} \frac{\Delta \nu_{\text{DA}}}{\nu_{\text{DA}}} $$

where $H_{\text{DA}}$ is the electronic matrix element for mixing the ground state (DA) and excited state (D'A') electronic configurations, $\nu_{\text{DA}}$ is the (DA) → (D'A') transition frequency, and $\Delta \nu_{\text{DA}}$ is the difference in ground state and excited state molecular dipole moments. Equation 4 would have the effect of reducing the excited state energy dependence of $k_{\text{RAD}}$ to first order from the third order dependence in eq 3, but it is not likely that it could be applicable to a spin forbidden transition. While spin–orbit coupling is likely to be important in promoting such transitions in heavy metal complexes, it will be most important when the spin–orbit coupled electronic state is near in energy to the emitting state and therefore a higher energy excited state.

The various formulations of the transition moment summarized above assume that no complications arise due to the mixing of different electronic excited states. However, a notable exception to this assumption has been discussed by Mulliken and Person and by Bixon et al. When a local transition (i.e., donor or acceptor centered) is very strongly allowed and sufficiently near in energy to the donor–acceptor charge transfer (DACT) excited state it can significantly alter the values of $|\mu|$. Thus, based on the configurational mixing of two excited states,

$$ |\mu| \approx (M_{\alpha}^0 + \alpha_{\text{CT,IL}} M_{\alpha}^i)N $$

where $N$ is the normalizing constant, $M_{\alpha}^0$ is the transition dipole moment for a "pure" (diabatic) DACT transition, $\alpha_{\text{CT,IL}}$ is the matrix element for the mixing of the excited states, and $|\mu|_{\text{CT,IL}}$ is the vertical energy difference between the charge transfer (CT) and internal ligand (IL) excited states, and $M_{\alpha}^i$ is the transition dipole moment for a "pure" (diabatic) local transition. The vector notation is used here because the two transition dipole moments are not necessarily collinear.

Several other factors need to be considered in assessing the transition dipole moments for phosphorescence in complexes containing the Ru-bpy chromophore: (a) The difference in spin multiplicity of the (DA) and (D+A') states requires a multiplicity factor, and this contributes to the forbiddenness of the transition. (b) There are typically molecular distortions in a number of vibrational modes, and these couple to the electronic transition (see Figure 1) as is evident from the vibronic sideband features of the emission spectra. The measured values of $k_{\text{RAD}}$ correspond to the composite of the different $k_{\text{RAD}}$ values contributed by the vibronic transitions at $E_{\text{max}}(\text{vib})$. This requires the use of a spectrally weighted average energy which can be approximated and is discussed below. (c) An appreciable excited state nuclear displacement requires that the MLCT excited state potential energy (PE) minimum has different nuclear coordinates than those of the $S_0$ PE minimum. Consequently, a vertical transition from the excited state minimum will intersect the ground state surface at some
energy (the reorganizational energy) $\lambda_i > 0$. These issues are discussed further below.

The work reported here is a result of our attempts to understand the origin and implications of the excited state energy dependence of the vibronic sideband amplitudes that are found in the emission spectra of Ru-bpy chromophores. Computational modeling has indicated that the wide range of implicated excited state distortions found for these systems originates from the electronic mixing of the Ru-centered orbitals of the Ru/bpy MLCT excited state with the bpy ligand $\pi$ and $\pi^*$ orbitals, or alternatively from the electronic mixing between the MLCT (or the $\{D^+,A^-\}$) and $\pi\pi^*$ excited states. The radiative rate constants obtained in this study are more consistent with eq 5 than with either eqs 3 or 4. Similar inferences have been reported for some bridged electron transfer systems with organic donors and acceptors.

## EXPERIMENTAL SECTION

1. Materials and Synthesis of Compounds. Pyrazine (pz), Pyridine (py), 4-acetyl-pyridine (acpy), 2,2'-bipyridine (bpy), ethylenediammine (en), and ferrocene and trifluoromethanesulfonic acid (HOTF) were purchased from Aldrich; [Ru(NH$_3$)$_3$(bpy)(pz)]$^-$PF$_6$, and [Ru(bpy)$_2$(acpy)$^-$]PF$_6$. These materials were used without further purification. The syntheses of tris(1-pyrazolyl)methane (tmp), $^{40,41}$ [Ru(bpy)$_2$(tmp)$^-$]PF$_6$, $^{39,42}$ [Ru(bpy)$_2$(acac)$^-$]PF$_6$, $^{39,42}$ [Ru(NH$_3$)$_5$Cl]$^-$PF$_6$, $^{[14]}$aneN$_4$, $^{38}$ [Ru(bpy)$_2$(ox)$^-$]PF$_6$, and [Ru(NH$_3$)$_5$(H$_2$O)$^-$]PF$_6$, were collected previously. Variations in previously reported syntheses were used for the following compounds: [Ru]$^9[9$anen$_2$]$^-$PF$_6$(CN)$^-$, $^{43}$ [Ru(NH$_3$)$_3$(bpy)$^-$]PF$_6$, $^{23}$ mer-[Ru(NH$_3$)$_3$(bpy)$^-$]PF$_6$, $^{23,45}$ [Ru(bpy)$_2$(en)$^-$]PF$_6$, $^{46}$ mer-[Ru(NH$_3$)$_3$(bpy)$^-$]PF$_6$, $^{47,48}$ mer-[Ru(bpy)$_2$(14$anen$_3$)$^-$]PF$_6$, $^{38}$ mer-[Ru(NH$_3$)$_3$(bpy)$^-$]PF$_6$, and mer-[Ru(NH$_3$)$_3$(bpy)(L)$^-$]PF$_6$, L = acpy and CH$_3$CN. A sample of 200 mg of trans-[Ru(NH$_3$)$_3$(bpy)(H$_2$O)$^-$]PF$_6$, and a 3 molar excess of ligand (acpy or AN) were added to 10 mL of an ice bath, and the resulting red product was removed by filtration. The product was washed with 1 mL of cold water followed by a second wash with 5 mL of cold ether. The product was dried in an oven under vacuum. For mer-[Ru(NH$_3$)$_3$(bpy)$^-$]PF$_6$, anal. calc. for C$_{30}$H$_{30}$N$_6$OP$_F_6$Ru: C, 51.57; N, 12.38; H, 4.49.

2. Instrumentation. The electrochemical measurements were performed using an Epsilon Electrochemical Workstation. Cyclic voltammograms (CVs) and differential pulse voltammetry (DPVs) were obtained in acetonitrile solution, which contained 10$^{-3}$ M complex and 0.1 M n-tetraethylammonium hexafluorophosphate (n-TBAH) at scan rates of 100 mV/s and 4 mV/s, respectively. A three-electrode system consisting of a Pt-disk (1 mm) as a working electrode, polished with 0.1–0.3 pm Baikowski alumina suspension, a Pt-wire as the counter electrode, and Ag/AgCl as the reference electrode was used. Ferrocene (0.437 V vs Ag/AgCl in acetonitrile) was used as the internal standard. The 298 K absorption spectra in the solution of CH$_3$CN were determined with a Shimadzu UV-2101PC or UV-3101PC spectrophotometer. Absorption spectra in 90 K butyronitrile and alcohol ($v/v =$ 4/1 of ethanol/methanol) glasses were obtained as described in detail elsewhere. Calibrating a calibrated Xe emission lines for wavelength and an Oriol model 63966 Quartz Tungsten Halogen (QTH) lamp for intensity. The calibration provided with the QTH lamp was in power units and was converted to units of photonic amplitude. A QTH lamp was also used as the light source in spectroscopic and yield measurements. The low-temperature absorption spectra were collected using either (a) An Oxford Instruments OptistatCF Static Exchange Gas Continuous Flow Cryostat with liquid nitrogen as the cryogen was used at 90 K with NSG Precision Cells, Inc. cryogenic square 1 cm quartz cuvettes with an ANDOR Shamrock 500 spectrometer with dual exit ports and equipped with three gratings: 150 l/mm, 800 nm blaze; 600 l/mm, 500 nm blaze; and 300 l/mm, 1200 nm. ANDOR Newton DU920-BV (for the visible range) and ANDOR iDus-InGaAs DU490A-1.7 (for the NIR) detector heads were mounted on the exit ports of the Shamrock 500 spectrometer. Light was collected with a lens and guided to an ANDOR SR500i FF-matcher by a Thorlabs 3 mm Core Liquid Light Guide LLG0338-4 (wavelength range 340–800 nm). (b) A P/N 21530 Specac variable temperature cell ($−190 \text{ °C} \sim 250 \text{ °C}$) as the controlled-temperature cell holder with liquid or glass samples in a square 1 cm quartz cuvette. The detection system contained a motor-driven Jobin Yvon H-10 Vis monochromator, a Hamamatsu R928 phototube with a Jobin-Yvon (JY) PMT-HVPS power supply, a JY Spectraqc2 for data acquisition, and the JY Syneryf software for data acquisition and data analysis.

Details for obtaining emission spectra in 77 K glasses are described in detail elsewhere. The emission spectra were collected using slightly different systems:

(a) An ANDOR Shamrock 500 spectrometer with equipped with three gratings with an ANDOR Newton DU920-BV (for the visible range) and ANDOR iDus-InGaAs DU490A-1.7 (for the NIR) detector heads were mounted on the dual exit ports. Light was collected with a lens and transmitted by means of Oriel 3 mm Core Liquid Light Guide 77634 (wavelength range 420–2000 nm). (b) A HORIBA JOBIN YVON iHR 550 spectrometer with three gratings (300 l/mm, 600 nm blaze; 300 l/mm, 1 μm blaze; and 600 l/mm, 1 μm blaze) and a HORIBA Symphony InGaAs-1700 (for the NIR) detector head were mounted on the exit port. This system was operated using the Syneryf software. The detector heads were
cooled to \(-90\) °C and the spectrometers were purged with dry \(N_2\).

The 77 K emission lifetimes were determined using Spectra Physics VSL-337ND-S nitrogen laser-pumped DUO-210 Dye laser system, Hamamatsu P9220 PMT/E717–63 mounted on a Jobin-Yvon H-100 spectrometer and National Instruments NI PCI-5154, 2 GS/s, 1 GHz Digitizer w/8 MB/ch onboard memory PC card as described previously.\(^{21,23}\) Emission yields in 77 K glasses were obtained as described in detail elsewhere.\(^{21,23}\)

### 3. Some General Considerations and Aspects of the Data Analysis.

The experimental emission intensity, \(I_{\text{em}}\), is proportional to the emission quantum yield, \(\phi_{\text{em}}\), and for a chromophore that emits from the lowest energy excited state with \(\gamma\) the efficiency of forming the emitting state,

\[
\phi_{\text{em}} = \frac{k_{\text{RAD}}}{k_{\text{RAD}} + k_{\text{NRD}}} \quad (6)
\]

There are reasons to suspect that \(\gamma < 1\) for some Ru\(^{II}\) complexes that emit strongly even though they have lower energy metal centered excited states.\(^{21,23}\) For complexes that DFT modeling indicates that a 3MLCT excited state is the lowest energy excited state, we have assumed that \(\gamma = 1\) for reasons discussed below.

In molecules, eq 3 should apply to each coupled vibrational state and each of these vibronic transitions, \(\nu_0' \rightarrow \nu_0\), \(\nu_1' \rightarrow \nu_1\), \(\nu_0' \rightarrow \nu_2\), etc., will have different values of \(\nu_{\text{em}}\) and contribute to the total (or integrated) emission intensity and \(k_{\text{RAD}}\).\(^{26}\) The observed mean rate constant is the weighted average of the individual vibronic component contributions, \(k_{\text{RAD}(n)}\). For \(n\) vibronic component contributions to the emission spectrum with very small bandwidths (full width at half height <50 cm\(^{-1}\)) so that there is no overlapping of their intensity contributions, then

\[
k_{\text{RAD(ave)}} = \frac{\sum_{\nu_0=0}^{\infty} (FC)_0 \times k_{\text{RAD}(\nu_0)}}{\sum_{\nu_0=0}^{\infty} (FC)_0} \quad (7)
\]

or, based on eq 3,

\[
k_{\text{RAD(ave)}} \approx \frac{C \eta^2 \sum_{\nu_0=0}^{\infty} (FC)^2 \times \nu_0^2 \times M_{eg}^2}{\sum_{\nu_0=0}^{\infty} (FC)_0^2} \quad (8)
\]

Since the component band widths in the observed spectra are typically hundreds of wave numbers at 77 K, there is appreciable overlapping of vibronic intensity contributions and the effective value of \(k_{\text{RAD}(n)}\) at any observed emission energy, \(h\nu_{\text{em}}\), is in principle a sum over all the vibronic intensity contributions of each vibrational mode, \(\nu_0\), weighted by its amplitude, \(A_0\), at \(h\nu_{\text{em}}\). In principle, the weights for the \(k_{\text{RAD}(n)}\) contributions might be represented in terms of Franck–Condon factors for the contributing vibrational modes. However, the excited states of this class of complexes have distortions in more than 10 fundamental vibrational modes in the range of 100–1700 cm\(^{-1}\),\(^{20,53,54}\) which leads to a large number of higher order contributions from harmonics and combination bands to the observed emission spectra.\(^{20,57–59}\)

Consequently the \((FC)_0\) parameters are very hard to evaluate (see eq 10). Birks has suggested a more practical approach to treating molecular emission spectra for this limit,\(^{26}\) by representing \(k_{\text{RAD}}\) as a function of \(\nu_{\text{em}}\) (the subscript “m” designates the frequency (in wavenumbers when energy is involved) of the measurement),

\[
u_{\text{em}} \approx \int_{\nu_{\text{em}}} \frac{d\nu_{\text{em}}}{I_{\nu_{\text{em}}} \times d\nu_{\text{em}}} \quad (9)
\]

We have used such values of \(h\nu_{\text{em}}\) in our analysis of the energy dependency of the Ru-bpy radiative lifetimes.

The emission band shape and vibronic side bands can be interpreted in terms of a Franck–Condon analysis, and some relatively simple details are presented here to clarify aspects of the discussion below. When the ground \((g)\) and excited \((e)\) state differ in geometry only in the coordinates of the \(k\)th normal mode of the ground state and assuming Gaussian component bandshapes, the emission spectrum can be represented as\(^{24,27,30,55–57}\)

\[
(I_{0})_k = I_{0}(0,0) + C \sum_{j=1}^{\infty} (FC)^2_{j,k} \quad (10)
\]

\[
C = \frac{64 \pi^4}{3 \hbar^3 c^3 \ln 10} \frac{l_{\text{em}}^3 M_{eg}^3}{(4 \pi \lambda \hat{\nu}_k T)^{1/2}} \quad (11)
\]

\[
F_{j,k} = S_k \frac{j!}{\hat{\nu}_k} \quad (12)
\]

\[
S_k = \frac{\lambda_k}{h\nu_k} \quad \hat{\nu}_k = \frac{\lambda}{c} \quad (13)
\]

\[
I_{0}(0,0) \approx Ce^{-\lambda^2/2(\Delta\nu_{\text{ave}}^2/4 \ln 2)} \quad (14)
\]

\[
(FC)^2_{j,k} = F_{j,k} e^{-\lambda^2/2(\Delta\nu_{\text{ave}}^2)} \quad (15)
\]

The first term in eq 10 corresponds to the transition between the PE minima of the two states, \(\{e,0\} \to \{g,0\}\), and can be represented as the spectral intensity of the band origin with a full width at half height \(\Delta\nu_{\text{ave}}\).

The second term in eq 10 is the sum over the amplitudes of the single vibrational mode \(k\), and it includes the fundamental (or first order) and harmonic vibrational contributions. In these equations, \(\eta\) is the index of refraction, \(\nu_{\text{em}}\) is the frequency of the incident radiation, \(M_{eg}\) is the electronic part of the transition dipole, \(\lambda\) is the solvent reorganization energy and other very low energy displacement modes (frequencies \(\nu_i < \approx 2k_B T\)), and \(c\) is the speed of light.

Distortions in a large number (>10) of different vibrational modes typically contribute to the emission bandshapes\(^{55,54,58,59}\) and these contributions are not generally resolved in the 77 K emission spectra, so the emission spectrum must be represented as the sum of the band origin \((0,0)\), all the progressions in single vibrational modes \((k)\) and all the vibronic combination bands,

\[
I_{\nu_l} = I_{\nu_l}(0,0) + \sum_{k=1}^{\infty} \sum_{j=1}^{\infty} (I_{\nu_l})_{j,k} \quad (16)
\]

where the third term on the right contains contributions of the combination bands formed from two different fundamental vibrational modes \((k\) and \(p\), with
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Equations 10–15 can be combined with resonance-Raman parameters to calculate the vibronic bandshapes of emission spectra or, in combination with those parameters, used as a basis for fitting observed spectra. The DFT calculations of emission bandshapes use somewhat different procedures for the calculations, but have the same general features.60–64 We used [Ru(bpy)]^3+, [Os(bpy)]^3+, and/or [Ru-(bpy)(en)]^2+ in 77 K ethanol/methanol glasses as references for the determination of emission quantum yields. The quantum yields reported for these complexes, Φ, 0.38, 0.038,65,66 and 0.022,66 respectively, (λ_max = 435.8 nm excitation), were used as references for the determination of relative quantum yields for the complexes studied. Equation 18 was used to calculate the relative quantum yield of target complex (Φtc)66,67

\[
Φ_{tc} = \frac{I_{tc}}{Φ_r} \frac{1 - 10^{-A_{tc}c}}{1 - 10^{-A_{r}c}} \approx \frac{I_{tc}A_{r}}{I_{r}A_{tc}}
\]

where Itc and Ir are the integrated areas under the emission spectra of target complex (tc) and reference (r), respectively, Ar and Atc are the absorbance of interest, respectively, η is the refractive index of the solvent, and (ηtc^2/η_r^2) = 1 for the reference and sample in the same solvent system. We used cylindrical 2 mm i.d. fluorescence cells immersed in a Dewar with liquid nitrogen for the 77 K emission yield determinations. The sample path length for the absorbance in eq 18 is not well-defined for these cells, but the effective pathlengths did not vary much since the cell geometry and position were the same for sample and reference solutions. Solute concentrations were in the 0.01–1 mM range in order to achieve absorbances of about 1 in 1 cm; however, in the 2 mm i.d. cylindrical cells, this amounts to an average absorbance of much less than 0.2 in the sample solutions, and the relatively higher solute concentrations were used for weakly absorbing and/or very weakly emitting substrates. Solutions that showed signs of inhomogeneities (light scattering, broadened and anomalous spectra, and/or multicomponent and irreproducible decay behavior) were discarded.

4. Computational Procedures. Electronic structure calculations were carried out using DFT68 as implemented in the development version of Gaussian,69 with B3PW91 functional70–72 and SDD basis set and pseudopotential73 on the metal, and 6–31G(d) basis74,75 on the lighter atoms. Wave functions were tested for SCF stability,76–78 and all of the optimized structures were confirmed as minima by analyzing the harmonic vibrational frequencies. The ground state singlet and triplet states were computed using the standard SCF method, and analytical frequencies were obtained for each. Solvation effects (in acetonitrile) were accounted for using the implicit SMD continuum solvation model79 and were included during structure optimization. The isodensity plots of the orbitals were visualized using GaussView.80 Previous studies80–84 have found that variation of the nuclear charge on Ru (ZRu) can mimic the effect of changing the ancillary ligands for a number of Ru(bpy) complexes, and changing ZRu from 43.5 to 44.5 allowed us to probe the emission energies covering the range observed experimentally. The variations in the 77 K emission spectral band shapes were at least semiquantitatively reproduced for those complexes using the Franck–Condon approximation as implemented in Gaussian by Barone et al.60–64 in our previous work.20 vibrationally resolved emission spectra were computed using the calculated intensity values instead of the Franck–Condon amplitudes. In the present work, Franck–Condon amplitudes have been used to calculate the first-order vibronic sideband contributions (Figure 3) of the [Ru(NH3)4bpy]2+-like complexes. The intensities calculated by the Gaussian program are in the form of energy resulting in a (μ_em)^2 factor multiplying the Franck–Condon contribution.64 The spin–orbit coupling is not included in the calculations, and it is assumed that the emission is fully allowed with the electric transition dipole moment arbitrarily set to 1 au.64

![Figure 2](image)

Figure 2. 77 K emission spectra of the complexes. From right to left: [Ru(bpy)][(9)aneS3](CN)]^+ (cyan); [Ru(bpy)][(NCCH3)]^2+ (blue); [Ru(bpy)][(NCCH3)]^2+ (black); [Ru(bpy)]^2+ (red); [Ru-(bpy)][(NH3)]^2+ (violet); [Ru(bpy)][(acac)]^1+ (gray); [Ru(bpy)- (en)]^1+ (green); [Ru(bpy)][(NH3)]^1+ (orange).

B. Computational Results. 1. Some Implications of Previous DFT Modeling of 3MLCT Excited States. The vibronic bandshapes, which were previously calculated using the Franck–Condon approximation as implemented in Gaussian by varying the charge of the Ru-center while holding the ancillary ligands constant, change dramatically with excited 3MLCT excited state energy.20 The gray curves in Figure 3 are the calculated vibronic amplitudes of the vibrational fundamentals \( \sum_{\mu} |E(FC)_{\mu}|^2 \) (see eqs 10–13), based on the reported \([Ru(NH3)4bpy]^{2+}\) resonance-Raman parameters3 (Table 2), with \( \Phi_{tc}^{00} \) energies equal to those used by Lord et al.20 and illustrate that in the absence of configurational mixing, there is no variation of band shape with excited state energy. By contrast, the DFT-calculated single mode progressions, as in \( \sum_{\mu} |E_{\mu}^{\text{FC}}|^2 \) (see eqs 10 and 15), at these energies illustrate

---

**RESULTS**

A. 77 K Emission Spectra, Lifetimes, and Quantum Yields. We have determined or redetermined the 77 K emission spectra, lifetimes, and quantum yields of several complexes in two different solvents. The normalized spectra in 4:1 ethanol:methanol glasses are shown in Figure 2, and the spectroscopic observations are summarized in Table 1 and Supporting Information Table S2.81 As has been previously discussed, the amplitude of the dominant vibronic sideband decreases markedly as the excited state energy decreases.20,37–39

---
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Table 1. 77 K Emission Rate Constants and Quantum Yields of the Complexes

<table>
<thead>
<tr>
<th>Code</th>
<th>(L)₄ for [Ru(L)₂(bpy)]⁺⁺⁺ complexes</th>
<th>hₑ(µs⁻¹)</th>
<th>kₑ(µs⁻¹)</th>
<th>kₑ(µs⁻¹)</th>
<th>kₑ(µs⁻¹)</th>
<th>kₑ(µs⁻¹)</th>
<th>kₑ(µs⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>([NH₃]₄)⁺⁺⁺</td>
<td>(19.2)</td>
<td>(17.5)</td>
<td>(0.063)</td>
<td>(6000 ± 1100)</td>
<td>(0.023 ± 0.007)</td>
<td>(0.040 ± 0.007)</td>
</tr>
<tr>
<td>2</td>
<td>(bpy)(CH₃CN)₂</td>
<td>(18.5)</td>
<td>(16.8)</td>
<td>(0.120)</td>
<td>(6300 ± 1400)</td>
<td>(0.076 ± 0.016)</td>
<td>(0.044 ± 0.016)</td>
</tr>
<tr>
<td>3</td>
<td>(bpy)(CH₃CN)</td>
<td>(17.7)</td>
<td>(16.5)</td>
<td>(0.15)</td>
<td>(5400 ± 800)</td>
<td>(0.081 ± 0.012)</td>
<td>(0.069 ± 0.012)</td>
</tr>
<tr>
<td>4</td>
<td>(bpy)</td>
<td>(17.2)</td>
<td>(17.12)</td>
<td>(0.13)</td>
<td>(4500 ± 700)</td>
<td>(0.059 ± 0.009)</td>
<td>(0.072 ± 0.009)</td>
</tr>
<tr>
<td>5</td>
<td>(bpy)(CN)₂</td>
<td>(17.12)</td>
<td>(15.87)</td>
<td>(0.25)</td>
<td>(2700)</td>
<td>(0.068)</td>
<td>(0.19)</td>
</tr>
<tr>
<td>6</td>
<td>(bpy)(en)</td>
<td>(15.11)</td>
<td>(14.78)</td>
<td>(0.69)</td>
<td>(570 ± 80; 0.022)</td>
<td>(0.039 ± 0.006; 0.023)</td>
<td>(0.65; 1.0)</td>
</tr>
<tr>
<td>7</td>
<td>(bpy)(NH₃)₂</td>
<td>(14.70)</td>
<td>(14.40)</td>
<td>(1.7)</td>
<td>(180 ± 40; 0.37)</td>
<td>(0.031 ± 0.006; 0.011)</td>
<td>(0.011 ± 0.011)</td>
</tr>
<tr>
<td>8</td>
<td>(bpy)(ox)</td>
<td>(14.2)</td>
<td>(12.9)</td>
<td>(1.8)</td>
<td>(130)</td>
<td>(0.124)</td>
<td>(1.8)</td>
</tr>
<tr>
<td>9</td>
<td>(bpy)(acac)</td>
<td>(13.9)</td>
<td>(12.9)</td>
<td>(1.4)</td>
<td>(230 ± 40)</td>
<td>(0.032 ± 0.006)</td>
<td>(1.4)</td>
</tr>
<tr>
<td>10</td>
<td>(NH₃)₄(pz)</td>
<td>(13.98)</td>
<td>(13.78)</td>
<td>(4.8)</td>
<td>(85 ± 17; 26 ± 6)</td>
<td>(0.041 ± 0.008)</td>
<td>(0.023 ± 0.005)</td>
</tr>
<tr>
<td>11</td>
<td>(NH₃)₄(CH₃CN)</td>
<td>(13.81)</td>
<td>(13.57)</td>
<td>(4.6)</td>
<td>(55 ± 10; 29 ± 6)</td>
<td>(0.025 ± 0.005)</td>
<td>(0.025 ± 0.004)</td>
</tr>
<tr>
<td>12</td>
<td>(NH₃)₄(acpy)</td>
<td>(13.78)</td>
<td>(13.32)</td>
<td>(5.9)</td>
<td>(56 ± 17; 25 ± 5)</td>
<td>(0.033 ± 0.010)</td>
<td>(0.029 ± 0.006)</td>
</tr>
<tr>
<td>13</td>
<td>(NH₃)₄(py)</td>
<td>(13.48)</td>
<td>(13.11)</td>
<td>(6.5)</td>
<td>(36 ± 7; 13 ± 3)</td>
<td>(0.023 ± 0.004)</td>
<td>(0.016 ± 0.003)</td>
</tr>
<tr>
<td>14</td>
<td>([14]aneN₄)</td>
<td>(13.99)</td>
<td>(13.84)</td>
<td>(0.98)</td>
<td>(86 ± 12; 26 ± 4)</td>
<td>(0.0084 ± 0.0012)</td>
<td>(0.0046 ± 0.0008)</td>
</tr>
<tr>
<td>15</td>
<td>(en)₂</td>
<td>(13.01)</td>
<td>(12.70)</td>
<td>(9.5)</td>
<td>(20 ± 4; 3.8 ± 0.8)</td>
<td>(0.019 ± 0.004)</td>
<td>(0.0070 ± 0.0017)</td>
</tr>
<tr>
<td>16</td>
<td>(NH₃)₄</td>
<td>(12.4)</td>
<td>(11.89)</td>
<td>(11.45)</td>
<td>(11.07)</td>
<td>(22)</td>
<td>(5.5 ± 1.7; 1.2 ± 0.4)</td>
</tr>
</tbody>
</table>

Table 2. Resonance-Raman Parameters Reported for [Ru(NH₃)₄(bpy)]⁺⁻⁺⁺

<table>
<thead>
<tr>
<th>L</th>
<th>ν₁(cm⁻¹)</th>
<th>S₁</th>
<th>ν₂(cm⁻¹)</th>
<th>S₂</th>
</tr>
</thead>
<tbody>
<tr>
<td>456</td>
<td>0.036</td>
<td>1605</td>
<td>0.072</td>
<td></td>
</tr>
<tr>
<td>376</td>
<td>0.328</td>
<td>1548</td>
<td>0.065</td>
<td></td>
</tr>
<tr>
<td>248</td>
<td>0.106</td>
<td>1481</td>
<td>0.151</td>
<td></td>
</tr>
<tr>
<td>667</td>
<td>0.192</td>
<td>1331</td>
<td>0.084</td>
<td></td>
</tr>
<tr>
<td>1260</td>
<td>0.011</td>
<td>1172</td>
<td>0.045</td>
<td></td>
</tr>
<tr>
<td>1027</td>
<td>0.051</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The comparison in Figure 3 is of the vibronic (or Franck–Condor) amplitudes for two different conceptual models, and the resulting bandshapes should not be significantly dependent on νₑ(µs⁻¹) as, in eq 3, results are dependent on hₑ(µs⁻¹). However, this is assuming that the calculated intensities depend on vibronic progressions whose amplitudes are linearly dependent on νₑ. The Gaussian code used to calculate the emission intensities contains a factor of hₑ(µs⁻¹) in addition to the expected νₑ³ factor. Dividing the calculated intensities of the first order progressions by (hₑ(µs⁻¹))³ recovers the Franck–Condor terms, which are plotted as the red curves of Figure 3, whose integrated intensities are nearly independent of emission energy, as is expected for the Franck–Condor contributions; there is a weak energy dependence of these progressions that is presumably a consequence of the excited state/excited state configurational mixing and the resulting variations in bandshapes. Note that the DFT modeling results in large changes in the vibronic bandshapes and in relative component the effects of configurational mixing on the excited state distortions.
vibronic amplitudes, neither of which would occur in the absence of mixing with other electronic states (modeled by the gray curves in Figure 3) where the electronic distributions in the 3MLCT excited states were the same at all energies; the changes in band shape in the DFT-modeled spectra have been attributed to mixing between different diabatic states. It is noted that spectral intensities are expected to decrease as the excited state energy decreases since the higher energy vibronic components (usually harmonics and combination bands) contributing to (FC) can only contribute when their energies are smaller than the excited state energy. This decrease in contributions of the highest energy harmonics is evident in the single mode progressions in Figure 3. It is important to observe that the calculations of the Franck-Condon factors and the distortions using the Gaussian program do not have intrinsic energy dependences.

The comparison of vibronic amplitudes in Figure 3 differs from the comparisons in Figures 3–7 of our previous work, in which calculated intensity values, instead of the Franck-Condon amplitudes, were used to compute the vibrationally resolved emission spectra for Ru-bpy complexes. Thus, Figure 3 in the work of Lord et al., corrected for the energy dependence of the calculated [Ru(NH₃)₃(bpy)]²⁺ spectrum, would increase the relative magnitude calculated for the dominant vibronic sideband to about 70% of that of the emission maximum, which is very close to the observed ratio. Similarly, Figures 5 and 6 compare the amplitudes of the resonance-Raman (rr) vibronic components for [Ru(NH₃)₃(bpy)]²⁺ with the DFT-calculated intensity results and correction for the energy dependence of the DFT calculated intensities brings the amplitudes of the curves that convolute the low (hv < 750 cm⁻¹) and medium frequency modes into much better agreement with the resonance-Raman data.

2. Triplet Manifold Modeling by DFT for Selected Complexes. Many ruthenium complexes have one or more triplet metal centered excited states (3MC) with energies near or lower than that of the lowest energy 3MLCT excited state, and this proximity in energy can result in a shorter 3MLCT excited state lifetime and/or a possible value of γ < 1, thereby complicating the evaluation of kRAD from eq 6. We used DFT modeling of the low energy triplet states in order to identify such complexes in order to exclude them from our kRAD correlations. Most of the complexes reported here have the 3MLCT state as the lowest energy triplet excited state (T₀) and the metal-centered 3MC states higher in energy by about 2100–4200 cm⁻¹. Among the complexes studied, [Ru(9-aneS₃)(CN)(bpy)]⁺ and [Ru(NCCCH₃₂)(bpy)]⁺ are high energy emitters, while [Ru(en)(bpy)]⁻, [Ru(NH₃)₂(bpy)]⁻, [Ru(O₂C₂)(bpy)]⁻, and [Ru(14-aneN₄)(bpy)]⁺ complexes emit at lower energies (Table 1). The 3MLCT and 3MC states are approximately isoenergetic for [Ru([14]aneN₄)(CN)(bpy)]⁻ complex, and the 3MC state is calculated to be about 1400 cm⁻¹ lower in energy than the 3MLCT state for the [Ru([9]aneS₃)(CN)(bpy)]⁺ complex. For these complexes either internal conversion or the efficiency of forming the emitting state (γ) may complicate the estimation of kRAD as discussed previously for other systems with E(3MC) ≤ E(3MLCT). Consequently, we have not included them in the comparisons below. We failed to locate a bound 3MC state for the [Ru(NCCCH₃₂)(bpy)]⁻ complex. All of our attempts led to the dissociation of one of the CH₃CN ligands showing that the molecule is prone to photodissociation following 3MLCT to 3MC internal conversion. The energy of a dissociative state is not well-defined, and we have not included this complex in our comparisons. It should be noted that the apparent values of kRAD = [(ϕ erase/γ) × kbeam] (based on eq 6) for the [Ru([14]aneN₄)(bpy)]⁺ and [Ru([9]aneS₃)(CN)(bpy)]⁺ complexes are well below those of shown in the correlations of Figures 6 and 7.

Table 3. Calculated Relative Energies (ΔEₑₛₚ in cm⁻¹) of the 3MLCT and 3MC States on the Triplet Manifold for Selected [Ru(L)₆₋₈(bpy)]²⁺ Complexes

<table>
<thead>
<tr>
<th>(L)₆₋₈</th>
<th>3MLCT</th>
<th>3MC</th>
</tr>
</thead>
<tbody>
<tr>
<td>[(9-aneS₃)(CN⁻)]</td>
<td>0.0 (T₀)</td>
<td>-1360(T₁)</td>
</tr>
<tr>
<td>(bpy)(NCCH₃₂)</td>
<td>0.0 (T₀)</td>
<td>2060(T₁)</td>
</tr>
<tr>
<td>(bpy)(en)</td>
<td>0.0 (T₀)</td>
<td>2000(T₁)</td>
</tr>
<tr>
<td>(bpy)(NH₃)₂</td>
<td>0.0 (T₀)</td>
<td>4060(T₁)</td>
</tr>
<tr>
<td>[(14]aneN₄)</td>
<td>0.0</td>
<td>-105</td>
</tr>
<tr>
<td>(NH₃)₄</td>
<td>0.0 (T₀)</td>
<td>2980(T₁) 3500 (T₂)</td>
</tr>
</tbody>
</table>

Mulliken spin density values on the Ru atom are reported for all the triplet excited states (Figure 4), validating the convergence to the desired electronic states. A lower than expected spin density value in the 3MLCT states of [Ru([9]aneS₃)(CN)(bpy)]⁺ and [Ru(O₂C₂)(bpy)]⁻ complexes is a result of delocalization of some charge onto the cyanide and oxalate moieties, respectively. The coordination sphere distortions in the 3MC states are also depicted in Figure 4. For most of the complexes, the distortion is found along one of the N(bpy)–Ru–ligand axis. In the 3MC state of [Ru([9]aneS₃)(CN)(bpy)]⁺, Ru–S₁ and Ru–N₆ bond lengths are elongated to 2.64 and 2.50 Å from their respective distances, 2.39 and 2.08 Å in the 3MLCT state. The distortions from 3MLCT to 3MC states are found to be similar in [Ru(en)(bpy)]⁻ and [Ru(NH₃)₂(bpy)]⁻ complexes: internal conversion results in elongation of the Ru–N₆(bpy) bond by 0.39 and 0.36 Å, while the Ru–N₁ bond is found to elongate by 0.42 and 0.43 Å, respectively. In the case of [Ru(O₂C₂)(bpy)]⁻, the 3MLCT/3MC difference in the Ru–O bond lengths is 0.25 Å and hence smaller than that found for the Ru–N bond length differences in [Ru(am(m)ine)₂(bpy)]²⁺ complexes. This contrast correlates with the negative charge present on the oxygen atom of oxalate, but stereochemical constraints imposed by the oxalate ligand could also contribute. Elongation of the Ru–N(cyclam) bonds from 3MLCT to 3MC state is calculated to be 0.10–0.32 Å for [Ru([14]aneN₄)(bpy)]²⁺ complex while the Ru–N(ammine) bonds are found to be more elongated 0.41–0.45 Å in the case of [Ru(NH₃)₄(bpy)]²⁺. This can be attributed to the stereochemical constraints imposed by the macrocyclic [14]aneN₄ ligand.

3. Contributions of the bpy Ligand to the “Metal-Centered” Singly Occupied Molecular Orbital (SOMO) of the 3MLCT Excited States. Figure 5 shows the calculated SOMOs of the triplet MLCT excited states for a number of Ru-complexes. SOMO 1 is Ru(dₓz)-based, while SOMO 2 is a π*-MO on the bpy ligand. As illustrated in the figure, “metal-centered” SOMO 1 has a contribution from the π-orbital of bpy ligand for all the complexes. SOMO 1 of [Ru([14]aneN₄)- (bpy)]²⁺, [Ru(NH₃)₂(bpy)]⁻, and [Ru(en)(bpy)]⁻²⁺ species has 89%, 87%, and 86% Ru(dₓz) contribution, respectively. These results illustrate that SOMO 1 is not a pure metal-centered orbital but has contributions from the bpy ligand. The corresponding SOMO for [Ru(ox)(bpy)]⁻²⁺ species is 81% and...
6% in Ru(dπ) and ox(pπ) character, respectively, while the rest is contributed by the bpy ligand. The Ru(dπ) character calculated for SOMO 1 of [Ru(NCCH3)2(bpy)2]2+ and [Ru([9]aneS3)(CN)(bpy)]+ species is considerably lower 77% and 70%, respectively, compared to those of the other complexes. The π-orbitals of the CH3CN ligands contribute by about 4% in [Ru(NCCH3)2(bpy)2]2+ and the π-orbitals of the cyano and sulfur ligands contribute by about 9% in SOMO 1 of [Ru([9]aneS3)(CN)(bpy)]+. Therefore, the contribution of the bpy ligand for these two complexes is found to be highest about 20% when compared among the other species studied which is consistent with the fact that [Ru(NCCH3)2(bpy)2]2+ and [Ru([9]aneS3)(CN)(bpy)]+ are found to be the highest energy emitters among the complexes in Table 1. The above results
suggest that, for all the complexes studied, the emissive state is not a pure metal-to-ligand charge transfer state but it is mixed with a higher energy bpy-based excited state. It is also noteworthy that SOMO 2 has a very small (2%) Ru(d-orbital) contribution that remains constant for the complexes studied.

4. Variations in the 3MLCT State Distortions of Ru–N(bpy) Bond Distances and Contributions from the bpy Ligand Orbitals. The largest distortions of the 3MC excited states are usually found to be along an L–Ru–L’ axis or, in a few cases, in a Cartesian plane (analogous to the Jahn–Teller distortions in the octahedral limit) so that the interpretation of individual bond length variations is not simple; however, there do appear to be some patterns that are consistent with the general implications of our observations. Table 4 contains the average Ru–N(bpy) bond lengths calculated from Ru–N1 and Ru–N2 distances in the S0 and 3MLCT states for a number of monobpy complexes. The difference in the average Ru–N(bpy) bond lengths between those two states (Δ in Table 4) should be a function of (a) the variations in electrostatic attraction between the negatively charged ligand and the positively charged metal; (b) variations in the covalent interactions between the metal and ligand; and (c) stereochemical constraints imposed by the coordinated ligands. The charge on the metal is the effective nuclear charge and tends to increase as the excited state energy increases, while the charge on the ligand appears to vary less; if this were the dominant factor, Δ would be expected to increase (or the excited state bond length to decrease) as the 3MLCT energy increases (the order of increasing bpy ligand character in this SOMO), contrary to the observations in Table 4: the calculations indicate that Δ increases along the series of 

\[
\begin{align*}
\text{Table 4. Differences in the Ru–N(bpy) Bond Lengths (in Å) between Ground S0 and Excited 3MLCT States for Selected Complexes} \\
\hline \\
\text{S0 (Ru–N) avg} & \text{3MLCT (Ru–N) avg} & \Delta (3\text{MLCT} - \text{S0}) \\
\text{([9]aneS3)(CN)2} & 2.10 & 2.05 & -0.05 \\
\text{(bpy)(NCCH3)2} & 2.07 & 2.04 & -0.03 \\
\text{(bpy)(en)} & 2.07 & 2.06 & -0.01 \\
\text{(bpy)(NH3)2} & 2.07 & 2.05 & -0.02 \\
\text{(bpy)(O4C2)} & 2.05 & 2.06 & 0.01 \\
\text{([14]aneN4)2} & 2.10 & 2.11 & 0.01 \\
\hline
\end{align*}
\]

\[
\Delta (\text{Ru–N}) \text{avg} \text{is calculated from Ru–N(bpy) distances as (Ru–N1 + Ru–N2)/2.}
\]

C. Excited State Energy Dependence of k_{\text{RAD}}. Figure 6 compares the observed values of k_{\text{RAD}} (based on eq 6 with γ = 1.0) on a scale suggested by eq 3 and indicates that k_{\text{RAD}} is not as simply dependent on (hν_{\text{ave}}) as suggested by that equation. Statistically comparable fits of the experimental observations are obtained with either the cubic (per eq 3) or linear (per eq 4; Supporting Information Figure S3A) energy dependencies of k_{\text{RAD}} on hν_{\text{ave}}. The observed energy dependence either requires an intercept on the ν-axis or that the dependence for hν_{\text{ave}} < 10 000 cm^-1 is much weaker than that for hν_{\text{ave}} > 10 000 cm^-1. The apparent intercept for a linear fit of the data in Figure 6 is best interpreted as being determined by

\[
\text{C. Excited State Energy Dependence of k_{RAD}. Figure 6 compares the observed values of k_{RAD} (based on eq 6 with γ = 1.0) on a scale suggested by eq 3 and indicates that k_{RAD} is not as simply dependent on (hν_{ave}) as suggested by that equation. Statistically comparable fits of the experimental observations are obtained with either the cubic (per eq 3) or linear (per eq 4; Supporting Information Figure S3A) energy dependencies of k_{RAD} on hν_{ave}. The observed energy dependence either requires an intercept on the ν-axis or that the dependence for hν_{ave} < 10 000 cm^-1 is much weaker than that for hν_{ave} > 10 000 cm^-1. The apparent intercept for a linear fit of the data in Figure 6 is best interpreted as being determined by}
\]

\[
(M_{\text{II}}^\text{δ})^2 \approx (a_{\text{CT,IL}} M_{\text{II}}) \text{ in eq 5, where the additional energy dependence (shown in Figure 7) arises from the mixing coefficient, a_{\text{CT,IL}} \approx (H_{\text{CT,IL}})/(E_{\text{IL}} - E_{\text{CT}}), and only contributes significantly for E_{\text{IL}} \geq h\nu_{\text{m}} \geq E_{\text{CT}}. Such a very weak energy dependence for hν_{\text{ave}} < 10 000 cm^-1 is consistent with eq 5. Equation 5 is the simplest and most appropriate available approach for describing the transition dipole and, thereby, k_{RAD} in these systems.}
\]

The scatter of experimental data in Figure 6 is appreciable, with much of it the result of errors in the determination of low temperature absorptivities for the quantum yield measurements (replicate determinations had mean errors in the range of 15–20%). There may also be some systematic sources of the scatter. Thus, the ancillary ligands contribute to the donor
properties of the lowest energy 3MLCT excited state for some complexes (e.g., for L = Cl− and C6O2−(2) sometimes giving rise to unique ancillary ligand distortions and the chemical constraints imposed by some ancillary ligands limit the extent of Ru-L distortions. For example, our DFT modeling indicates that the Ru−N(ane) distortions are stereochemically restricted in [Ru(14]aneN4)(bpy)]2+, which would lead to relatively smaller amplitude vibronic contributions than found in the less encumbered complexes.

Equation 5 suggests that the correlation in Figure 6 should be nonlinear with an intercept that is determined by its first term (which is equal to eq 3; see also eq 19 below). However, the possibility that the apparent intercept for a linear fit of (Φem/γ)kobsd in Figure 6 somehow originates from values of γ < 1 in eq 6 should also be considered.44 In considering this possibility, it should first be observed that (a) several of the apparent emission quantum yields for complexes in the high energy regime are in the range of 0.5 ± 0.2, so that for these complexes γ must be greater than or equal to 0.3 and if this were universally the case for the complexes included in the correlation, then the correction for the effect would change the slope of any apparent correlation line (note that from eq 6, kRAD = (Φem/γ)kobsd), but it would not change the value of the intercept; and (b) γ = 1.0 has been determined for the [Ru(bpy)3]2+ complex,85 which is one of the complexes in the correlation. In view of these considerations, the only way that the values of γ < 1 could account for the apparent nonzero intercept in Figure 6 would be if γ were to decrease systematically with decreasing E(3MLCT) excited state energy, and there is no basis for expecting such behavior. In addition, a systematic decrease of γ < 1 with energy would result in a weaker than expected and nonlinear dependence of ln kNRD on energy, whereas the assumption that γ = 1 for the complexes with E(3MLCT) < E(3MC) results in a plausible linear dependence of ln kNRD on energy as expected27 (see Figure S3C in the Supporting Information).81 On the other hand, we have found that many complexes for which a 3MC state has a (calculated) energy that is less than or equal to the (calculated) energy of the lowest energy 3MLCT excited state tend to have values of kRAD that are smaller than those expected based on correlations such as that in Figure 6; see Table 2 and our previous reports.21,23 This behavior can arise from either (1) multiple upper state relaxation channels leading to inefficient population of the emitting state (γ < 1 in eq 6); and/or (2) a contribution of kEc to kobsd.21,23 Consequently, we have not used the values of kRAD for systems for which DFT modeling indicates that E(3MLCT) > E(3MC) in the comparisons in Figures 6 and 7. Some of the complexes with E(3MC) ≤ E(3MLCT) emit very strongly (Tables 1 and 3 and ref 21), and this “non-Kasha” behavior28,86 probably arises in these complexes because the distortions in the 3MC excited states are so much larger and in different vibrational modes than those of the 3MLCT excited states that the nuclear reorganization energy barriers to internal conversion can be very large compared to kBT at 77 K.21 These issues are currently being further investigated.

We have attempted to find well behaved Ru-bpy chromophores with emission maxima at relatively high energies, but the DFT modeling of complexes with hνmax(MLCT) ≥ ~17 000 cm−1 has consistently found that they have metal-centered excited states with lower energies than the emitting 3MLCT excited states as discussed above and previously.21 The very large metal–ligand distortions make a significant contribution to the energies of the 3MC excited states of this class of complexes, and the preliminary observations21,23 indicate that E(3MC) tends to vary over a smaller energy range than does E(3MLCT). Substrate photodecomposition at 77 K has complicated our attempts to determine kRAD for some complexes with hνmax > ~17 000 cm−1, and seems to arise from the near-ultraviolet irradiation of the 3MLCT transient excited states.21

### DISCUSSION

The values of kRAD that we have found suggest that the observed emissions of Ru-bpy 3MLCT excited states gain much of their intensities from mixing with “local” bpy-ligand-centered, presumably ππ*(bpy), excited states in accord with the intensity stealing model that has been discussed by Mulliken and Person,17 applied by Bixon, Jortner, and Verhooven to some linked organic D/A complexes,26 and as in eq 5. The observations are not in good accord with simpler (largely two state-based) approaches of eqs 3 and 4 that have been previously used to describe and interpret the emission spectra of these complexes. The details and implications of this work are discussed in the following.

Equation 3 indicates that a plot of kRAD versus (hνave)3 should be linear and pass through the origin. However, Figure 6 shows that the experimental data seem to require an intercept of about 10 000 cm−1. This behavior is consistent with eq 5 and suggests that a “pure” MLCT transition would only be observed at the very lowest excited state energies. Furthermore, the observed values of kRAD appear to be largely the result of mixing between the 3MLCT and ππ*(bpy) excited states, based on eq 5 and setting IL = ππ* for these complexes.
Equations 3 and 19 imply that dividing the data in Figure 6 by \((\text{hv}_{\text{ave}})^3\) should give a quantity proportional to \(M^2\). For eq 3 the result should be independent of \(\text{hv}_{\text{ave}}\) while for eq 5 there should be two relatively clearly separated regimes: one energy independent and one energy dependent. Figure 7 clearly shows two different energy regions consistent with eqs 5 and 19, with the values of \(k_{\text{RAD}}/(\text{hv}_{\text{ave}})^3\) increasing as excited state energy increases, and the approximately 5-fold increase is over a relatively small range (ca. 7000 cm\(^{-1}\)) of \(\text{hv}_{\text{ave}}\).

Equations 5 and 19 are reasonably consistent with the rather abrupt rise in the experimental values of \(k_{\text{RAD}}/\text{hv}_{\text{ave}}\) with \(\text{hv}_{\text{ave}}\). The spin density calculations imply that even for the complexes with the highest energy \(^3\)MLCT excited states that we have examined (\(\text{hv}_{\text{0,}3} \approx 19000 \text{ cm}^{-1}\)),\(^{21,22}\) the \(\pi^*\) states are higher than the \(^3\)MLCT state consistent with the studies of Nozaki and co-workers on \([\text{Zn(bpy)}]^{2+}\) that place the \(\pi^*\) states above 21000 cm\(^{-1}\).\(^{87}\) As \(E_0\) (\(^3\)MLCT) or \(\text{hv}_{\text{ave}}\) decreases, \(\Delta E_{\text{CT,exc}} = E_0(\pi^*) - E_0(\text{MLCT})\) increases and \(\alpha_{\text{CT,exc}} = \left(\frac{H_{\text{CT,exc}}}{\Delta E_{\text{CT,exc}}}\right)^{3/2}\) rapidly becomes small. Therefore, for small excited state energies, \(E(\text{MLCT}) < 10000 \text{ cm}^{-1}\), \(\alpha_{\text{CT,exc}}\) should be negligible and eq 5 suggests that the values of \(k_{\text{RAD}}\) should approach those of “pure” \(^3\)MLCT excited states with the values of \(M^2\) nearly constant. The correlation in Figure 6 indicates that \(k_{\text{RAD}}\) should be very small for \(E(\text{MLCT}) < 10000 \text{ cm}^{-1}\). Complexes with \(^3\)MLCT excited states in this low energy regime have been difficult to investigate since they generally involve anionic, oxidizable ligands such as halides, which also contribute to the HOMO and often make the Ru\(^{ii}\) excited state strongly reducing.\(^{85}\)


**CONCLUSIONS**

This work strongly supports our recent inference that the emission bandshapes of Ru-bpy chromophores are functions of configurational mixing between the \(^3\)MLCT and higher energy \(\pi\pi^*\) excited states of the bpy ligand.\(^{20}\) Some implications of the present work are (a) a “pure” Ru-bpy \(^3\)MLCT excited state is not greatly distorted and that its emission has weak vibronic contributions in the region of bpy-ligand vibrational modes; (b) a “pure” Ru-bpy \(^3\)MLCT emission has a very small radiative rate constant; and (c) we have no evidence that a “pure” Ru-bpy \(^3\)MLCT emission has yet been observed. The energy dependence of the radiative rate constants discussed here has contributions in addition to the classical \((\text{hv})^3\) dependence (eq 3), and these contributions most likely arise from configurational mixing with a higher energy excited state of the system, probably a bpy-ligand \(\pi\pi^*\) excited state. There are many features of this mixing that are as yet uncertain, but apparently the decay of a “pure” \(^3\)MLCT excited state to the singlet ground state is strongly forbidden, and it seems likely that the excited state/excited state mixing is promoted by spin–orbit coupling with an excited state which relaxes the forbiddenness of the \(^3\)MLCT/\(^1\)S\(_0\) transition and gives rise to much or most of the observed vibronic structure. The upper state that is most readily related to our observations is one whose energy is independent of the charge transfer (or donor/acceptor) parameters, and this has led us to identify it with the very strongly allowed \(^1\pi\pi^*\) (bpy) transition. Our observations do not require that the \(^1\pi\pi^*\) (bpy) and \(^3\)MLCT states mix directly, and other states (such as \(^1\)MLCT, \(^3\pi\pi^*\), etc.) may be involved. In very qualitative terms, the \(\pi\pi^*\) mixing adds some of the \(\pi\pi^*\) properties, including distortions and Franck–Condon factors, to the forbidden diabatic MLCT transition. Thus, the mixing provides a mechanism through which the spin forbidden \(^3\)MLCT \(\rightarrow \) \(^1\)S\(_0\) transition gains intensity, and this gain in intensity is accompanied by vibronic components characteristic of the strongly allowed intense transition.
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