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ABSTRACT
The ionization of N$_2$ serves as an important test case for computational methods for strong field ionization. Because Koopmans’s theorem fails for Hartree-Fock calculations of N$_2$, corrections for electron correlation are needed to obtain the proper ordering of ionization energies of N$_2$. Lopata and co-workers found that real-time integration of time-dependent Hartree-Fock (rt-TD-HF) gave a ratio for strong field ionization parallel and perpendicular to the molecular axis that was too small compared to experiment, but real-time integration of time-dependent density functional theory (rt-TD-DFT) with an appropriately tuned long-range corrected functional, lc-ωPBE$^\ddagger$, was in good agreement with experiment. The present study finds that time-dependent configuration interaction (TDCI) with single excitations based on a Hartree-Fock reference determinant (TD-CIS) has the same problems as rt-TD-HF. These problems can be overcome within the TDCI framework by calculating the excitation energies and transition dipole moments with density functional theory using linear response TD-DFT in the Tamm-Dancoff approximation (TDA) with suitably tuned long-range corrected functionals (TD-TDA). The correct angular dependence of the total ionization rate is obtained with TD-TDA using tuned lc-ωPBE$^\ddagger$, lc-BLYP$^\ddagger$, and ωB97XD$^\ddagger$ functionals. Partitioning of the total ionization rate into orbital components confirms that the larger ionization rate perpendicular to the molecular axis found for TD-CIS is due to greater π orbital contributions than those seen in TD-TDA. The use of density functional theory corrects this problem. At higher fields, both the TD-CIS and TD-TDA simulations show an increased ionization rate perpendicular to the molecular axis because of increased ionization from the π orbitals.
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I. INTRODUCTION

Among small molecules, diatomic nitrogen, N$_2$, has one of the highest ionization potentials (15.58 eV), exceeded only by HF, F$_2$, and BF$_3$. Single photon ionization of N$_2$ requires light in the extreme ultraviolet. Higher intensity UV-Vis light can ionize N$_2$ by a multiphoton mechanism. If intensities reach the 10$^{15}$ W cm$^{-2}$ range, 800 nm light can ionize N$_2$ by tunneling ionization and barrier suppression ionization. Ionization rates for laser pulses with these intensities cannot be calculated by the perturbative methods used for linear spectroscopy but must be simulated by solving the time-dependent Schrödinger equation.$^3$ The angular dependence of strong field ionization of N$_2$ has been studied experimentally by a number of groups$^4$–$^6$ and is an important test case for computational methods for simulating strong field ionization.$^7$–$^{13}$

Various approximate methods based on the single active electron (SAE) approximation have been developed to treat strong field ionization for atoms (e.g., ADK$^{14}$) and have been extended to molecules (e.g., MO-ADK$^{15,16}$ and MO-SFA$^{7,8,17}$). More directly, strong field ionization has been simulated by solving the time-dependent Schrödinger equation in the presence of the field of the intense laser pulse. Two approaches that are suitable for
many-electron polyatomic systems in strong fields are time-dependent configuration interaction (TD-CI)\textsuperscript{11,18–22} and real-time integration of the time-dependent Hartree-Fock or density functional equations (rt-TD-HF, rt-TD-DFT).\textsuperscript{12–25}

For most molecules that have been studied by TD-CI or rt-TD-DFT, the angular dependence of strong field ionization is governed to a large extent by the shape of the highest occupied molecular orbital. This is expected from Koopman’s theorem which provides a simple connection between molecular orbitals and ionization. However, it is well known that for some molecules, such as N\textsubscript{2} calculated by Hartree-Fock (HF) theory, Koopman’s theorem fails to give the correct ordering of the ionized states.\textsuperscript{30} The correct ordering of the orbital energies and ionization energies can be obtained by density functional theory. Alternatively, accurate ionization energies can be calculated starting from a Hartree-Fock determinant when electron correlation corrections are included by Green’s function methods, electron propagator theory (EPT), coupled cluster theory, or multireference configuration interaction.\textsuperscript{31–33}

Lopata and co-workers\textsuperscript{13} have shown that because of the incorrect ordering of the \( \sigma \) and \( \pi \) orbitals, rt-TD-HF simulations yield the wrong angular dependence for N\textsubscript{2} as the polarization of the laser field is varied from parallel to the molecular axis to perpendicular. However, they found that rt-TD-DFT with an appropriately tuned, long range corrected functional, \textit{lc}-\textit{PBE}\textsuperscript{0}, gives the correct angular dependence when compared to experimental results. In previous studies, we have used time-dependent configuration interaction with single excitations and a complex absorbing potential, TD-CIS-CAP, to simulate strong field ionization of a variety of molecules.\textsuperscript{12–41} Since TD-CIS-CAP is based on a Hartree-Fock reference determinant, it can be expected to have difficulties similar to rt-TD-HF in modeling the angular dependence of strong field ionization of N\textsubscript{2}. In the present study, we use linear response TD-DFT in the Tamm-Dancoff approximation (TDA)\textsuperscript{32,33} to calculate the energies and matrix elements for singly excited configurations and use these in a TD-CI-CAP approach to simulate the angular dependence of strong field ionization of N\textsubscript{2}.

**II. COMPUTATIONAL DETAILS**

**A. TD-CI-CAP and TD-TDA-CAP**

In the TD-CI approach, the time dependent wavefunction is obtained by numerically integrating the time-dependent Schrödinger equation (TDSE)

\[
|\Psi(t)\rangle = \exp \left[ -\frac{i}{\hbar} \int_{t_0}^{t} dt \mathbf{H}_0 - \mathbf{\mu} \cdot \mathbf{E}(t) - i\mathbf{\mathcal{V}}_{\text{abs}} \right] |\Psi(t_0)\rangle, \tag{1}
\]

where \( \mathbf{H}_0 \) is the field-free electronic Hamiltonian for a given nuclear configuration. Molecular interaction with the laser field is described with the semiclassical dipole approximation where \( \mathbf{\mu} \) is the molecular dipole operator and \( \mathbf{E}(t) \) is the applied electric field. The complex absorbing potential, \(-i\mathbf{\mathcal{V}}_{\text{abs}}\), models the ionization process by absorbing the wavefunction as an electron is propagated away from the molecule. The time-dependent wavefunction is expanded in the basis of the ground state (HF or DFT) and singly excited configurations (CIS or TDA)

\[
|\Psi(t)\rangle = \sum_{i=0}^{N} c_i(t) |\Psi_i\rangle = c_0(t) |\Psi_0\rangle + \sum_{i=1} c_i(t) |\Psi_i^+\rangle, \tag{2}
\]

where \( |i, j\rangle \) refer to occupied orbitals and \( |a, b\rangle \) refer to unoccupied orbitals. Numerical integration of the TDSE is carried out with a time step of \( \Delta t \) using the modified-midpoint approximation

\[
|\Psi(t + \Delta t)\rangle = \exp \left[ -\frac{i}{\hbar} \int_{t}^{t + \Delta t} dt \mathbf{H}_0 - \mathbf{\mu} \cdot \mathbf{E}(t) - i\mathbf{\mathcal{V}}_{\text{abs}} \right] |\Psi(t)\rangle. \tag{3}
\]

As described previously,\textsuperscript{32–35} Trotter-Suzuki factorization of the exponential operator\textsuperscript{45} leads to an equation of motion that can be expressed in matrix notation as

\[
C(t + \Delta t) = \exp \left[ -\frac{i\Delta t}{2\hbar} \mathbf{H}_0 \right] \exp \left[ -\frac{\Delta t}{2\hbar} \mathbf{\mathcal{V}}_{\text{abs}} \right] |\Psi(t)\rangle \exp \left[ -\frac{i}{\hbar} \mathbf{\mathcal{E}}(t + \frac{\Delta t}{2}) \mathbf{d} \right] \times \mathbf{W} \exp \left[ -\frac{i\Delta t}{2\hbar} \mathbf{\mathcal{V}}_{\text{abs}} \right] |\Psi(t)\rangle. \tag{4}
\]

Here, \( \mathbf{d} \) is a diagonal matrix of eigenvalues of the transition dipole matrix \( \mu \) and \( \mathbf{W} \) is a matrix of eigenvectors such that \( \mathbf{\mu} \mathbf{W}^T = \mathbf{d} \).

The TD-CIS-CAP and TD-TDA-CAP simulations were carried out with the stand-alone Fortran90 code used in our previous studies.\textsuperscript{32–41} The bond length of N\textsubscript{2}, 1.089 Å, was optimized at the PBE0/aug-cc-pVTZ level of theory. Density functional calculations of the singly excited configurations in the linear-response Tamm-Dancoff approximation used the \textit{lc}-\textit{PBE}\textsuperscript{34–37}, \textit{lc}-\textit{BLYP}\textsuperscript{38–42} and \textit{ωB97XD}\textsuperscript{43} functionals with a range-separation parameter of \( \omega = 0.5775, 0.580, \) and 0.490 \( \text{a}_0^2 \), respectively. Following the approach used by Lopata and co-workers,\textsuperscript{13} the range-separation parameters were tuned to minimize the difference between Koopman’s theorem ionization potential and the \( \Delta \text{SCF} = E_{\text{ion}} - E_{\text{neutral}} \) ionization potential. The absorbing potential for the molecule is equal to the minimum of the values of the atomic absorbing potentials. The atomic potential for each atom is spherical and begins at 3.6 times the van der Waals radius (\( R_0 = 6.588 \) Å for N); it rises quadratically and then turns over quadratically to 10 hartree at approximately \( R_0 + 15 \) Å, as described in an earlier paper.\textsuperscript{38} Tests with a \textit{sin}\textsuperscript{2} transition in the absorbing potential instead of a quadratic transition give the same angular shape and differ by less than 2% in the parallel to perpendicular ratio. The integrals needed for the ground and singly excited states, transition dipoles, and absorbing potential were computed using a locally modified version of the Gaussian series of programs\textsuperscript{39} using the aug-cc-pVTZ basis set\textsuperscript{46} with additional diffuse basis functions\textsuperscript{39} ("absorbing basis") on each nuclear center (4 \textit{s}-type gaussian functions with exponents 0.0256, 0.0128, 0.0064, and 0.0032; 4 sets of \textit{p}-type gaussian functions with exponents 0.0256, 0.0128, 0.0064, and 0.0032; 5 sets of \textit{d}-type gaussian functions with exponents 0.0152, 0.0256, 0.0128, 0.0064, and 0.0032; 2 sets of \textit{f}-type gaussian functions with exponents 0.0256, 0.0128). To test this absorbing basis for N\textsubscript{2}, we removed the most diffuse \textit{spd}-type gaussian functions (exponent 0.0032) and found that the ionization yield changed by less than 0.5%. The nitrogen 1s orbitals were frozen, and all singly excited configurations were generated from the remaining orbitals. All configurations with excitation energies less than ca. 20.6 hartree were included in the propagation of the time-dependent wavefunction (1819 states for TD-CIS and 2541 states for TD-TDA). The eigenvalues and eigenvectors needed for the TD-CIS propagation using
Eq. (4) were obtained by standard, in-core matrix diagonalization methods.

To facilitate comparison with the work of Lopata and co-workers,13 the applied field was taken to be a sinusoidal field with an initial sine squared ramp

$$E(t) = \begin{cases} 0, & t < 0 \\ \sin^2 \left( \frac{\omega}{2} t \right) \cos(\omega t), & 0 \leq t \leq \tau, \\ \cos(\omega t), & t > \tau \end{cases}$$

with a frequency of $\omega = 0.057$ a.u., corresponding to a wavelength of 800 nm, and $\tau = 10\pi/\omega$ (i.e., 5 cycles to ramp up to full intensity; see Fig. S4(a) in the supplementary material). An integration time step of 0.05 a.u. (1.2 as) was used for all simulations. Reducing the time step by a factor of 2 changed the norm at the end of the propagation by less than 0.002%.

B. Wavefunction analysis

The instantaneous rate of ionization was taken to be the rate of decrease in the norm squared of the wavefunction, which can be written in terms of the matrix elements of the absorbing potential,

$$\frac{d}{dt} N(t)^2 = \frac{d}{dt} \langle \Psi(t) | \Psi(t) \rangle = -\frac{2}{\hbar} \langle \Psi(t) | \hat{V}_{ab} | \Psi(t) \rangle.$$  (6)

In terms of the molecular orbitals and CI coefficients, the instantaneous rate is

$$\frac{d}{dt} N(t)^2 = \frac{2}{\hbar} \left\{ \sum \left| \phi_i \right| \left| \hat{V}_{ab} \right| \phi_i \right\} + \sum_{ia} \sum_{ib} \text{Re} \{ c_{ia}^*(t) c_{ib}(t) \} \left( \phi_i \left| \hat{V}_{ab} \right| \phi_i \right)$$

$$- \sum_{ia} \sum_{ib} \text{Re} \{ c_{ia}^*(t) c_{ib}(t) \} \left( \phi_i \left| \hat{V}_{ab} \right| \phi_i \right)$$

$$+ \sum_{ia} \sum_{ib} \text{Re} \{ c_{ia}^*(t) c_{ib}(t) \} \left( \phi_i \left| \hat{V}_{ab} \right| \phi_i \right).$$  (7)

Equation (7) can be further decomposed into contributions to the instantaneous rate from each occupied orbital

$$\frac{d}{dt} N(t)^2 = \frac{2}{\hbar} \left( \left| \phi_i \right| \left| \hat{V}_{ab} \right| \phi_i \right) + \sum_{ia} \left( 2 \text{Re} \{ c_{ia}^*(t) c_{ib}(t) \} \left( \phi_i \left| \hat{V}_{ab} \right| \phi_i \right)$$

$$- \sum_{ia} \text{Re} \{ c_{ia}^*(t) c_{ib}(t) \} \left( \phi_i \left| \hat{V}_{ab} \right| \phi_i \right)$$

$$+ \sum_{ia} \text{Re} \{ c_{ia}^*(t) c_{ib}(t) \} \left( \phi_i \left| \hat{V}_{ab} \right| \phi_i \right) \right).$$  (8)

Instantaneous rates were computed every 50 time steps (60 as). Average ionization rates were calculated by taking the mean of the instantaneous ionization rates from $t = 12$ fs to 20 fs [i.e., after the ramp to full intensity for the laser field in Eq. (5)]. Because there is a small overlap between the occupied orbitals and the absorbing potential, the norm of the wavefunction decreases slowly even in the absence of a field. Similar to the work of Lopata and coworkers,13 the average ionization rates in a finite field were corrected by subtracting the residual rate obtained from a field-free simulation,

$$\text{Rate} = \left( \frac{d}{dt} N(t)^2 \right)_{\text{field}} = \left( \frac{d}{dt} N(t)^2 \right)_{\text{field-free}}.$$  (9)

III. RESULTS AND DISCUSSION

Computed vertical ionization energies from the ground state of $N_2$ to the ground and first excited states of $N_2^+$ are compared with experiment in Table I. Experimentally, the $X^2\Sigma_g^+$ cation is lower than the $A^2\Pi_u$ cation. Ionization energies calculated by Koopmans’s theorem and ASCF are in the wrong order for Hartree-Fock theory but are in the correct order by density functional theory. Ionization energies calculated by $\Delta$SCF are in the correct order for electron propagator theory (EPT) and coupled cluster theory. The difference in the vertical ionization energies for the lowest two states of $N_2^+$ is too small for the density functionals considered, too large by EPT, within 0.4 eV of experiment by CISD, and within 0.2 eV of experiment by CCSD(T). Excellent agreement with experiment can be obtained with large MRCI calculations based on a complete active space self-consistent field (CASSCF) wavefunction.11

The angular dependence of ionization rates for $N_2$ calculated by TD-CIS-CAP and TD-TDA-CAP is compared in Figs. 1 and 2 for three different field strengths, $E_{\text{max}} = 0.065$ a.u., 0.080 a.u., and 0.095 a.u. (1.48 $\times 10^4$, 2.24 $\times 10^4$, and 3.16 $\times 10^4$ W cm$^{-2}$, respectively). The rates are plotted as the radial distances from the center of the molecule and the angles correspond to the polarization direction of the linearly polarized field given by Eq. (5). Details can be found in Sec. II. The rates for a given field strength are calculated averaging the instantaneous rate, Eq. (7), from $t = 12$ fs to 20 fs and correcting for the residual field-free rate, Eq. (9). For TD-CIS-CAP in Fig. 1(a), there is a prominent bulge perpendicular to the molecular axis for all three intensities. This is because the $\sigma$ orbital is energetically higher than the $\pi$ orbital in the Hartree-Fock ground state and is more easily ionized. This can be confirmed by partitioning the total ionization rate into components arising from the $\sigma$ and $\pi$ orbitals using Eq. (8), as shown in Fig. 1(b). Even at $E_{\text{max}} = 0.065$ a.u., the contribution from the $\pi$ orbital to the ionization rate perpendicular to the molecular axis is greater than the contribution from the $\sigma$ orbitals (see Fig. S4 in the supplementary material for molecular orbital images).

For the TD-TDA-CAP calculations with the lc-ωPBE functional shown in Fig. 2, there is little or no bulge perpendicular

<table>
<thead>
<tr>
<th>$X^2\Sigma_g^+$ ($N_2^+$)</th>
<th>$A^2\Pi_u$ ($N_2^+$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Koopmans</td>
<td>$\Delta$SCF</td>
</tr>
<tr>
<td>HF</td>
<td>17.34</td>
</tr>
<tr>
<td>lc-ωPBE*</td>
<td>16.48</td>
</tr>
<tr>
<td>lc-BLYP*</td>
<td>16.56</td>
</tr>
<tr>
<td>ωB97XD*</td>
<td>16.62</td>
</tr>
<tr>
<td>EPT</td>
<td>15.14</td>
</tr>
<tr>
<td>CISD</td>
<td>15.99</td>
</tr>
<tr>
<td>CCSD(T)</td>
<td>15.61</td>
</tr>
<tr>
<td>Experiment</td>
<td>15.58$^b$</td>
</tr>
</tbody>
</table>

$^a$In eV, aug-cc-pVTZ used for all calculations.

$^b$References 56 and 57.
The angular dependence of ionization rates for $\text{N}_2$ obtained from the TD-CIS and TD-TDA simulations is compared to experiment and to rt-TD-HF and rt-TD-DFT calculations by Lopata and co-workers in Fig. 3 for a field strength of 0.065 a.u.. All of the results have been normalized to 1 at $\Theta = 0^\circ$ (parallel to the molecular axis). Like rt-TDHF, the TD-CIS-CAP rate is too high at $\Theta = 90^\circ$ (perpendicular to the molecular axis) because of too much ionization from the $\pi$ orbital. When the ground state is calculated with the lc-ωPBE$^*$ functional and the excited states are calculated by lr-TD-TDA (i.e., TD-TDA-CAP simulations), the calculated ratio of the ionization rates at $\Theta = 0^\circ$ and $90^\circ$ is in good agreement with experiment and with the rt-TD-DFT calculations by Lopata and co-workers. At intermediate angles, the TD-TDA-CAP ionization rates are somewhat lower than those of experiment and the rt-TDDFT results. Similar behavior is seen for the lc-BLYP$^*$ and ωB97XD$^*$ functionals (see Fig. S3 in the supplementary material). Qualitatively similar behavior shown in Fig. 3 is seen when the absorbing potential is moved out from 6.588 Å to 11 Å (6 times the van der Waals radius) and when the absorbing basis is reduced by removing the most diffuse s, p, and d functions with an exponent $s$ of 0.0032. The difference between angle dependence of TD-TDA-CAP and rt-TD-DFT ionization ratios might be attributable to the representation of the time
FIG. 4. Ratio of the ionization rate for polarization parallel to the molecular axis to the ionization rate for polarization perpendicular to the molecular axis as a function of field strength calculated with TD-CIS-CAP (red) and TD-TDA-CAP using the lc-wPBE*, lc-BLYP*, and ωB97XD* functionals (orange, purple, and green, respectively).

FIG. 5. Contributions to the total ionization rate from the σ orbitals (blue) and π orbitals (pink) for ionization parallel (dashed) and perpendicular (solid) to the molecular axis for (a) TD-CIS-CAP and (b) TD-TDA-CAP. Insets show the total ionization rates parallel (dashed) and perpendicular (solid) to the molecular axis.

IV. SUMMARY

The experimentally determined angular dependence of strong field ionization of N₂ serves as an important test case for computational methods for strong field ionization. Lopata and co-workers found that rt-TD-HF strong field simulations yielded a ratio for ionization parallel and perpendicular to the molecular axis that was too small compared to experiment. This was traced to the well-known failure of Koopmans’s theorem to give the correct order of ionized states of N₂ when calculated by Hartree-Fock theory. They showed that an appropriately tuned long-range corrected functional, lc-wPBE*, gives the correct ordering of the N₂ cation states and rt-TD-DFT simulations with this functional match the experimentally determined angular dependence of strong field ionization. In the present study, we show that TD-CIS-CAP simulations of strong field ionization of N₂ have the same problems as rt-TD-HF simulations, resulting in a bulge in the ionization rate perpendicular to the molecular axis. We demonstrate that these problems can be overcome within the TD-CI framework by calculating the excitation energies and transition dipole moments with density functional theory using linear response TD-DFT in the Tamm-Dancoff approximation with suitably tuned long-range corrected functionals (TD-TDA-CAP). Partitioning of the angular dependence of the total ionization rate into orbital contributions demonstrates that incorrect ordering of the σ and π orbital energies at the Hartree-Fock level of theory is responsible for the higher than expected ionization rate perpendicular to the molecular axis. The proper ordering of the orbital dependent wavefunction (linear combination of singly excited field-free configurations vs single determinant of field dependent orbitals) or to the use of the TDA approximation and linear-response TDDFT calculations of the excitation energies.

The ratio of the rates at Θ = 0° and 90° varies with the field strength as shown in Fig. 4. Each of the methods peaks near E_{max} = 0.06 a.u., which is a little below the field strength needed for barrier suppression ionization. As the field strength increases, more ionization occurs from the π orbitals in the perpendicular direction, thereby reducing the parallel to perpendicular ionization ratio. Some caution is needed in interpreting the decrease in the ratio for field strengths lower than 0.06 a.u. because the parallel and perpendicular ionization rates become very small and the estimated rates are dominated by the zero-field correction [Eq. (9)].

Contributions of the individual orbitals to the total ionization rates can be calculated by Eq. (8). Figure 5 shows the contributions to the ionization rates parallel and perpendicular to the molecular axis for TD-CIS-CAP and TD-TDA-CAP simulations as a function of field strength. In both simulations, as expected for the parallel direction, the σ orbitals dominate the ionization rate. Surprisingly, the 2σ_u orbital contribution is nearly as large as the higher lying 3σ_g orbital for higher field strengths. For the perpendicular direction, ionization from 1π orbitals dominates. The contribution from the 3σ_g orbital is about half as much as from the 1π orbital, but the contribution from the 2σ_u orbital is very small because it has a node perpendicular to the molecular axis. When all of the components are added together, the parallel rate is larger than the perpendicular rate for TD-TDA-CAP because of a larger parallel to perpendicular ratio for the 3σ_g and 2σ_u contributions and a smaller ratio for the 1π contributions.
energies with density functional theory corrects this problem. Never- theless, when the field strength is increased, contributions from the π orbital increase and ionization perpendicular to the molecular axis increases relative to ionization parallel to the molecular axis. Both the TD-CIS-CAP and TD-TDA-CAP simulations show a bulge in the ionization rate perpendicular to the molecular axis at high fields. However, ionization parallel to the molecular axis remains greater than ionization perpendicular to the axis for TD-TDA-CAP calculations.

SUPPLEMENTARY MATERIAL

See supplementary material for (S1) angular dependence of ionization rates and orbital contributions computed with the IC-BLYP^ functional, (S2) angular dependence of ionization rates and orbital contributions computed with the ωB97XD* functional, (S3) normalized ionization rates as a function of Θ computed with IC-BLYP^ and ωB97XD*, (S4) molecular orbitals and energies computed with HF and IC-cPBE^, and (S5) applied field in accordance with Eq. (5) and difference densities at t = 15.72 fs for field polarized parallel and perpendicular to the molecular axis. Evolution of the difference densities is shown in Figs. S5(b) (Multimedia view) and S5(c) (Multimedia view).
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